STATHIS PSILLOS

FERENCE TO THE BEST EXPLANATION AND BAYESIANISM™

Comments on llkka Niiniluoto’s “Truth-seeking by Abduction”

1. INTRODUCTION

iinoto (2003) has offered an incisive and comprehensive review of the recent
about abduction. There is little on which I disagree with him. So, in this
mentary, I shall try to cast some doubts to the attempts to render Inference to

* Best Explanation (IBE) within a Bayesian framework.
ately, there has been a lot of discussion about the place of IBE in Bayesian
mning. Even Niiniluoto argues that “Bayesianism provides a framework for
“ving abduction and induction as forms of ampliative reasoning” (2003, 15).
“re is a tension, however, at the outset. Bayesian reasoning does not have
=5 of acceptance. On a strict Bayesian approach,' we can never detach the
sability of the conclusion of a probabilistic argument, no matter how high this
sability might be. So, strictly speaking, we are never licensed to accept a
wothesis on the basis of the evidence. All we are entitled to do, we are told by
pot Bayesians, is a) to detach a conclusion about a probability, viz., to assert
the posterior probability of a hypothesis is thus and so; and b) to keep
peating the posterior probability of a hypothesis, following Bayesian condition-
sation on fresh evidence. But IBE is typically seen as a rule of acceptance. In
' Ieast controversial form, IBE authorises the acceptance of a hypothesis H, on
\= basis that it is the best explanation of the evidence. Think of the standard
“-based argument for the existence of middle-sized material objects. Accord-
= o this, the best explanation of the systematic, orderly and coherent way we
perience the world is that there are stable middle-sized material objects which
se our experiences. Presumably, those who endorse this argument do not just
‘et a conclusion about a probability; they assert a conclusion simpliciter. That
their claim is not that the probability that material objects exist is high, but
wher that it is reasonable to accept that they do exist. Hence, there is a tension
wween Bayesianism and standard renderings of IBE. This might make us wary
attempts to cast IBE in a Bayesian framework. But this is only the beginning

our worries.

Niiniluoto surveys a variety of recent results about the connection between
and Bayesian confirmation. They are all invariably instructive. But I want to
allenge the motivation for attempting this. There are two questions to be asked.
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2. IBE AND BAYESIAN KINEMATICS

The crux of IBE, no matter how it is formulated, is that explanatory consjde
tions should inform (perhaps, determine) what it is

should inform (perhaps, determine) what we reasonably come to believe. Say
one were to cast IBE within a Bayesian framework, one should make sure 1

explanatory considerations are part of the Bayesian kinematics for the deters
nation of the posterior probability of a theory, and not something that should
added on to confer bonus degrees of belief to the end product,

Given the Bayesian machinery, there are two ways in which explanats
considerations can be part of the Bayesian kinematics, They should either pe -
flected in the prior probability of a theory, relative to background knowledge.
(inclusively) in the likelihood of the theory. Niiniluoto shows what conditios
should be satisfied vis-3-vig the priors and the likelihoods so that the best exp
nation is also the best confirmed theory (or that the better explanations rece
the better confirmation). But better confirmation (even high confirmation) fz
short of rightful acceptance. So, some of the excitement of IB

point of insisting
resolve observational ties. When two or more competing hypotheses entai]
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= same evidence, then their likelihoods will be the same. Hence, likelihoods
=m0t resolve, at least some, (perhaps the most significant), observational ties.
But things get worse if we base our hopes on likelihoods. One thought,
Sored by Niiniluoto (2003, 22) might be to equate the best explanation with
~othesis that enjoys the highest likelihood. But, as we are about to see, this
- ply problematic. In fact, as the so-called base-rate fallacy shows, likeli-
< are relatively mute. If explanatory considerations enter the Bayesian story
“ielihoods, then so much the worse for the explanatory considerations.

3. LIKELIHOODS AND THE BASE-RATE FALLACY

way to introduce the base-rate fallacy is via the so-called Harvard Medical
ol test. Here are some details. A test for the presence of a disease has two
nes, ‘positive’ and ‘negative’. Let’s call them e and not-e. Let a subject
= take the test and let H be the hypothesis Joan has the disease. The test is
reliable: it has zero false-negative rate. That is, the likelihood that the
o tested negative given that she does have the disease is zero (i€
st-e/H) = 0). Consequently, the true-positive rate, i.¢., the likelihood of
rested positive given that she does have the disease is unity, (prob(e/H)
But the test also has a very small false-positive rate. That is, the likelihood
subject is tested positive though she doesn’t have the disease is, say, 5%
=mot-H) = .05). Now, Joan takes the test and she tests positive. In the
3 literature of the base-rate fallacy, given the above details, the following
\om is asked: what is the probability that Joan has the disease given that she
# positive? That is, what is the posterior probability prob(H/e)?
> try to answer this question in a Bayesian framework, then it is clear that
- <ome crucial information missing: we are not given the incidence rate
- rate) of the disease in the population. In other words, we are not given the
+ srobability of the hypothesis that the subject has the disease before she
test, i.e., prob(H). If this incidence rate is very low, e.g., if only 1 in
= the population has the disease, then it can be easily shown that it is very
o, that Joan has the disease given that she tested positive: prob(H/e) would
pitlan .02.
. sotorious that when this problem is posed to experimental subjects, they
~h overwhelming majority, to answer that the probability that Joan has
wase given that she tested positive is very high — very close to 95%. The
base-rate fallacy is that experimental subjects who are given the prob-
tend to neglect base-rate information (that is, they tend to neglect the
prob bilities),” even when they are given this information explicitly.
J conclusions have been drawn from it and the relevant literature is
= (Characteristically, one of the conclusions is that ordinary people are
~<ians; another one is that ordinary people do not reason rationally
s they do not follow Bayes’s rule.) Suppose we asked the experimental
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subjects: what is the best explanation of the evidence? That is, given that Jou
tested positive in a highly reliable test, what is the best explanation of this fa
Now, this is nor a question about probabilities. It is more like a question abaoy
what it is reasonable to accept about this particular case. Hence, it would not.
seems, be unreasonable for them to argue that the best explanation of the ex
dence is that Joan has the disease. But let’s leave all this to one side.’ The point
want to focus on is not whether and in what sense the base-rate neglect is indez
a fallacy. My point is simply that the base-rate fallacy (no matter how one re
it) shows that it is incorrect just to equate the best explanation of the evidens
with the hypothesis that has the highest likelihood. As we saw above, it turns
that, if we consider just the likelihood of a hypothesis, and if we think that this
the way to determine the best explanation, then there is no determinate answer
the question ‘what is the best explanation of the evidence?’. A very small pr:
probability can dominate over high likelihood and lead to a very small posterza
probability. Let me put the point in a more conspicuous way. If we try to c
IBE within a Bayesian framework by focusing on likelihoods (that is, by saym
that the best explanation is the hypothesis with the highest likelihood), then =
tuitive judgements of best explanation and judgements of Bayesian confirmatis
may well come apart.

Surely more needs to be said at this stage and I cannot say it now. Let me ju
distinguish between two issues. One is: can we equate the best explanation wi
the hypothesis that has the highest likelihood? I have just shown that we canns
The other issue is: can we accept a hypothesis as the best explanation of the es
dence if its posterior probability is low? This is a tough question. But [ do
want to give a straightforward negative answer to it. Of course, it’s unlikely 15
Joan has the disease given that she tested positive, if we know that the base-ra
of the disease in the population is very low. But unlikely things happen and
don’t want to say that it’s outright unreasonable to belicve that an unlikely thx
has happened (especially if this best explains the evidence).” In any case, we 2
not always (or most typically) in situations where we have definite probabilin
available. Nor can reasonable belief be equated with highly probable belws
There is more (and perhaps less) to reasonable belief than high probability.”

The point about likelihoods I have just made generalises. Consider what
called the Bayes factor, i.e., the ratio of likelihoods prob(e/not-H)/prob(e/
One might try to connect IBE with likelihoods as follows. If the Bayes factor
small, then H is a better explanation of the evidence e than not-H. For, ¢
thought will be, there are two ways in which the Bayes factor can be minimisa
either when ¢ is very unlikely when H is false or when e is very likely when H
true. Now, we can see that a version of Bayes’s theorem is this:

prob(H/e) = prob(H)/ prob{H) + f prob(not-H),

where f is the Bayes factor, i.e., prob(e/not-H)/prob(e/H). Wouldn’t we expa
that the smaller the Bayes factor is, the greater is the posterior probability of &
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othesis? Wouldn’t we thereby find a way to accommodate IBE, via the Bayes
tor, within Bayesianism? Well, as above, what really happens depends on the
wior probability. The Bayes factor, on its own, tells almost nothing. 1 say
ost nothing’ because there is a case in which the prior probability of a
. othesis does not matter. This is when the Bayes factor is zero. Then, no
er what the prior prob(H) is, the posterior probability prob(H/e) is one. So,
< only when just one theory can explain the evidence (in the sense that the
«=lihood prob(e/not-H) is zero) that we can dispense with the priors. That’s a
‘enificant result. But does it show that IBE is accommodated within Bayesian-
2 In a sense, it does. But this sense is not terribly exciting. If there was only
potential explanation, then it would be folly not to accept it. But this case is
iy exceptional. We are still left with the need to distinguish between grue and
jten!
The moral so far is double. On the one hand, likelihoods cannot capture the
on of a good (the best) explanation. Put in a different way, even if likeli-
»ds could, to some extent, carry the weight of explanation, they couldn’t carry
of this weight on their own. On the other hand, we need to take into account
prior probabilities before we draw safe conclusions about the degree of con-
smation of a hypothesis.

4. BEXPLANATION AND PRIOR PROBABILITIES

-+t then remains of the Bayesian kinematics as an (indispensable) entry point
- explanatory judgements is the prior probabilities. Now, it is one thing to say
\ priors are informed by explanatory considerations and quite another thing to
that they should be so informed. No-one would doubt the former, but subjec-

- Bayesianism is bound to deny the latter. So, we come to the crux. There are
& ways to think of IBE within a Bayesian framework. The first pays only lip
~ice to explanatory considerations. For all the work in degree-of-belief
sating (or, as some Bayesians say, in maintaining internal coherence in an
*s belief-corpus) is done by the usual Bayesian techniques and, perhaps, by
- much-adored appeal to the washing out of priors. It may be admitted that the
=nal assignment of prior probabilities might be influenced by explanatory
- derations but the latter are no less idiosyncratic (from the point of view of
subjective Bayesian) than specifying the priors by, say, consulting a sooth-
- TIf we think this way, IBE, in a loose sense, is rendered consistent with
~ianism, but it loses much of its excitement. It just amounts to a permission
e explanatory considerations in fixing an initial distribution of prior prob-
fies.
s other way to think of IBE within a Bayesian framework is to take
matory considerations to be a normative constraint on the specification of
This is the way I would favour, if I were to endorse the Bayesianisation of
£ It would be an exciting way t0 bayesianise IBE. (Better put, it would be an
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exciting way to explanationise Bayesianism — forgive me the bad Engls
words.) For it would capture the idea that explanatory considerations should be
rational constraint on inference. We might still be short of acceptance, since
we end up with is a degree of belief (no matter how high), but it would, at leas
be a degree of rational belief. This move would also show how the resolution &
observational ties is not an idiosyncratic matter. For some theories would com
mand a higher initial rational degree of belief than others and this would &
reflected, via Bayesian kinematics, in their posterior probability.°

But don’t we all know that the story I have just outlined is, to say the leas
extremely contentious? It would call for an objectivisation of Bayesianism
this is something that we, presumably, know it cannot be done. Whence do
explanatory virtues get their supposed rational force? And how are they cos
nected with truth? I think these are serious worries. I am not sure they are co
pelling. For instance, I think there can be an a posteriori argument to the effes
that theories with the explanatory virtues are more likely to be true than otha
(cf. my 1999, 171-6). And there is also an argument to the effect that judgeme
of prior probabilities should aim to improve the coherence of our system @
beliefs and that the explanatory virtues improve such coherence (cf. my 2002
But showing all this would be an uphill battle. It would call, to say the least, for
radical departure from the standard Bayesian criteria of rationality and belie
revision. So, the project of accommodating IBE within Bayesianism would =
volve a radical rethinking of Bayesianism. And not many people are, nowadays
willing for such a radical rethinking.

5. A DILEMMA

The way I have described things leads us to a dilemma. Either accommods
(relatively easily) IBE within Bayesianism but lose the excitement and most «
the putative force of IBE or accommodate an interesting version of IBE b
radically modify Bayesianism. I guess we all agree that Bayesianism is the ba
theory of confirmation available. But at least some of us are unwilling to this
that Bayesianism is the final word on the matter, since we think that there |
more to rationality (and to scientific method) than Bayesians allow. Those of

who are friends of IBE might then have to reject the foregoing dilemma alt
gether. This would bring us back to the second question I raised in section 1, an
which 1 took to be the more interesting one: should we want to cast IBE within.
Bayesian framework?

1 cannot start answering this question in this paper. I hope to have sketchal
why there are reasons to take it seriously. I will conclude with a note on how &
negative answer to it can be motivated. IBE is supposed to be an ampliari
method of reasoning. It is supposed to deliver informative hypotheses and thes
ries, viz., hypotheses and theories which exceed in content the observatio
data, experimental results etc. which prompt them. This content-increasing =
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pect of IBE is indispensable, if science is seen, at least prima facie, as an activity
purports to extend our knowledge (and our understanding) beyond what is
sserved by means of the senses. Now, Bayesian reasoning is not ampliative. In
it does not have the resources to be ampliative. All is concerned with is
intaining synchronic consistency in a belief corpus and (for some Bayesians,
least) achieving diachronic consistency too. Some Bayesians, ¢.g., Colin How-
(2000), take probabilistic reasoning to be a mere extension of deductive
casoning, which does not beget any new factual content.

There might be two related objections to what I have just said. The first
wught be that Bayesian reasoning allows for ampliation, since this can be ex-
wessed in the choice of hypotheses over which prior probabilities are distributed.
1 other words, one can assign prior probabilities to ampliative hypotheses and
“ien use Bayesian Kinematics to specify their posterior probabilities. The second

*lated) objection may be found in what Niiniluoto says at some point, viz., that
fie Bayesian model of inference helps to show how evidence may confirm
vpotheses that are abductively introduced to explain them” (2003, 20). Here
zain, the idea is that abduction might suggest ampliative hypotheses, which are
sen confirmed in a Bayesian fashion. If we elaborate and combine the two ob-
=ctions in an obvious way, they imply the following: ampliative IBE and non-
mpliative Bayesian reasoning might well work in tandem to specify the degree
confirmation of ampliative hypotheses.’

I too have toyed with this idea and still think that there is something to it. In

um earlier piece I noted:

hough a hypothesis might be reasonably accepted as the most plausible hypothesis
sased on explanatory considerations (abduction), the degree of confidence in this
vothesis is tied to its degree of subsequent confirmation. The latter has an antecedent
put, i.e., it depends on how good the hypothesis is (i.e., how thorough the search for
ther potential explanations was, how plausible a potential explanation is the one at hand
cic.), but it also crucially depends on how well-confirmed the hypothesis becomes in light
T further evidence. So, abduction can return likely hypotheses, but only insofar as it is
«en as an integral part of the method of inquiry, whereby hypotheses are further evalu-
ed and tested (2000, 67).

But we can also see the limitations of the idea under discussion. For what, in
Tect, is being conceded is that IBE (or abduction) operates only in the context

of discovery, as a means to generate plausible ampliative hypotheses and to distil
he best among them. Then, the best explanation is taken over to the context of
tification, by being embedded in a framework of Bayesian confirmation,
‘hich determines its credibility. I think the friends of IBE have taken IBE to be
coth ampliative and warrant-conferring at the same time. It is supposed to be an
pliative method that confers warrant to the best explanation of the evidence.
So, if we are concerned with giving a precise degree of confirmation to the best
xplanation, or if we subject it to further testing, then we can indeed embed it in
Bayesian framework. But something would have gone amiss if we thought that
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the best explanation was not reasonably acceptable before it was subjected
Bayesian confirmation. To see how this reasonable acceptance could be analysed
would lead us beyond the confines of this commentary. But I have started work
ing out the details elsewhere (cf. 2002). For, I think we can profitably cast
issue of the warrant of IBE within the theories of justification which conned
justification with the absence of defeaters, theories which were made popular b
John Pollock (1986).

NOTES

Many thanks to Ilkka Niiniluoto, Peter Lipton, Maria-Carla Galavotti and the participants of &
Workshop “Induction and Deduction in the Sciences” for many useful comments on an earls
draft.

Niiniluoto (personal communication) has rightly pointed out that there are two big strand
within Bayesianism. One of them (Levi, Hintikka) promotes the idea of inductive acceptana
rules, and hence, advocates ampliative inferences. The other branch (Carnap, Jeffrey, Howsos
rejects acceptance rules and considers only changes of probabilities. It is this latter strand
Bayesianism that I take issue with at this point.

It is very debateable that we should equate the base-rate with the prior probability. But noth:s
hangs on this in the use I make of the base-rate fallacy.

There is a lot of recent re-evaluation of the base-rate fallacy (cf. Koehler 1996). One point ti
seems worth making, though I am not sure I want to endorse it in full, is that the base-rz
fallacy relates specifically to probabilistic reasoning, where reference classes are to be take
into account. We may or may not be good al secing the need to take into account referends
classes in order to draw conclusions about probabilities concerning individual cases. But it’s o
clear to me why we should take into account reference classes when we look for ba
explanations of the evidence. An explanation can be reasonable to accept (even true), evel
though it is unlikely. In a sense, what matters for the explanation of an individual event is
what the other members of the reference class we put it in do, but rather what the details of &
individual case we are interested in are.

Consider the following, A Geiger-counter detects a certain type of particle by registering &
click. The particles are very rar¢ so that the probability that the counter clicks is very low. E:
suppose it does click. Is it not unreasonable to belicve that it registered a particle, especially
it’s highly reliable in doing this?

That there is more to reasonable belief than high probability is argued at length by Achinstes
(2001, chapter 7). He takes high probability to be necessary for rational belief but he denies th
it is sufficient. One of his explicit additional requirements is that there must be an explanatos
connection between a hypothesis and its evidence.

There is an interesting idea in Niiniluoto’s paper (2003, 21) that needs to be noted. One m
call “systematic power” the explanatory and predictive power of a hypothesis relative to &
total initial evidence e. Then, one may use this systematic power 1o determine the prababils
prob(H) of the hypothesis H. Prob(H) will be none other than the posterior probability of
relative to its ability to explain and predict the initial evidence e, that is relative to its systemat
power. In this sense, it can be argued that the prior probability of 2 hypothesis does depend
its explanatory (that Is, its systematic) power.

This line is pressed in a fresh and interesting way in Lipton’s (2001). Lipton tries to show how
Bayesian and an Explanationist can be friends. In particular, he shows how explanatos
considerations can help in the determination of the likelihood of a hypothesis, of its prs
probability and of the relevant evidence. I think all this is fine. But it should be seen not as 2
attempt at peaceful co-existence, but rather as an attempt o render Bayesianism within &
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Euplanationist framew

ork, and hence as an attempt to make Bayesianism an objectivist theory
confirmation.
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